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1 INTRODUCTION

In 1949, Nehari showed in [12] that if f is analytic in the unit disk D and if its Schwarzian

derivative
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(1—[22)*’
then f is univalent in the disk. A necessary condition for univalence, with a 6 replacing the
2 in the nunerator of (1.1), had been proved by Krauss in 1932, [11]. It was rediscovered by
Nehari and included in his 1949 paper.

Since Nehari’s paper, investigations on the connections between the Schwarzian and
univalence have gone primarily in two, often allied, directions. One line of research aimed
at establishing other univalence criteria depending on the Schwarzian or related quantities.
Another was opened up by an important result of Ahlfors and Weill [1] relating the growth

of the Schwarzian to quasiconformal extension.
They proved that if Nehari’s condition is strengthened to

satisfies

15f(2)| < (1.1)
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then, not only is f univalent in the disk, it has a quasiconformal extension to the sphere.
A third area of interest is in general properties of functions satisfying either (1.1) or
(1.2), much as one would study special subclasses of univalent functions. Questions of this
type are the main concern in the present paper, hence the reference to ‘the Nehari Class’
in the title. To cite both some older and more recent work as examples, Paatero showed
in [16] that convex univalent functions satsify (1.1). This was later proved in a different
way by Nehari in [13], who also showed that a bounded convex map satifies (1.2). Gehring
and Pommerenke showed in [7] that if f satisfies (1.1) then it has a spherically continuous

1Sf(2)| < 0<t<1, (1.2)



extension to D and that f(D) is either a Jordan domain or the image of a parallel strip
under a Mdbius transformation.

Since S(T o f) = Sf for any Mobius transformation 7" many such theorems associated
with the Schwarzian are independent of any particular normalization of f. Nevertheless, for
some results a normalization is preferable, or required. In this paper, when we refer to a
normalized function f we mean one with f(0) = 0, f/(0) = 1, and f”(0) = 0. In [2] some
sharp distortion theorems and estimates for Holder continuity associated with the bounds
(1.1) and (1.2) were proved assuming this normalization.

There are corresponding normalized extremal functions for (1.1) and (1.2). We fix the

notation . . _—
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for the normalized logarithm. The function L plays a special role in many of the problems
we consider, both because

2
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and because its image is a parallel strip, in this case the strip |[Imw| < 7/4. The normalized
extremal for the Ahlfors-Weill condition (1.2) is

SL(z) =

Afz) = 2UF = =2 (1.4)

Ta(l+22+(1—2)

We let N denote the set of analytic functions in the disk satisfying (1.1), N* the elements
of N which are not Mobius conjugations of the function L. We use the notation Ny and Ng
to indicate the classes of normalized functions.

If f(2) =2+ apz®+ ... is in any of the classes, then f/(1+ asf) is in the corresponding
class of normalized functions, the point being that the normalized function is still analytic,
[2]. In Section 3 we shall also consider meromorphic functions satisfying (1.1). The definition
of the Schwarzian is extended to a pole or to the point at co by inversion.

We will discuss definitions and additional background material in Section 2, but for the
reader already familiar with the terms in the title, at least, we would like to mention briefly
some of our main results. In Section 3 we obtain several characterizations of meromorphic
functions satisfying the Nehari condition. We also establish sharp estimates for the modulus
of continuity and compactness results for the class N. One of the characteristic properties
is in terms of the hyperbolic convexity of powers of the Poincaré metric of the image. This
fact appears, either explicitly or implicitly, in much of our later work.

Section 4 is concerned with some global mapping properties of functions in N and Nj.
There we concentrate on John domains and quasidisks. We show that if f € N and if f(D)
is a John domain, then f(D) is linearly connected, and hence is a quasidisk, an implication
that is certainly false for an arbitrary conformal mapping.

We also show that if f € Ny and f(D) is not a John domain, then it must already contain
an ‘infinitesimal strip’. To address these questions we develop several characterizations of
conformal mappings onto John domains, both for functions in Ny and for general conformal
mappings of the disk.



Many extremal functions for univalence crtiteria or criteria for quasiconformal extension
satisfy |Sf(2)| < Sf(|z]). In Section 5 we see how this property leads to versions of some of
the results in Section 4 that incorporate the local notion of a well-accessible boundary point.

Finally, in Section 6 we construct examples of two functions in /Ng, one whose image is
linearly connected, but not a John domain, and one whose image is not linearly connected.

2 BACKGROUND

Here we collect some background material to which we shall refer in the later Sections.
We already mentioned the invariance property of the Schwarzian, S(To f) = Sf for M6bius
transformations 7. We also recall the chain rule for the Schwarzian of the composition of
two functions,

S(foh)=(S(f)oh)(h)+ Sh.
Next, if f is normalized then

fe) = [ uo)dc

where u is the solution of the initial value problem
1
u” + §(Sf)u =0, u(0)=1, «'(0)=0. (2.1)

The initial value problem (2.1) and standard comparison theorems allow one to deduce
a number of inequalities for f, [2]. Thus, if f € N, then

() < L(lz]) and |f(2)] < L(2)). (2.2)

In either case, equality holds at any z # 0 if and only if f is a rotation of L. See also the
paper of Essen and Keogh [5].
Also, if f € Ny then

/" 21z L"(]=)
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and if equality holds at a single z # 0 then f must be a rotation of L; this is Lemma 1 in
[3]. We shall use this inequality repeatedly. Furthermore, a straightforward adaptation of
that argument, which was again a comparison of solutions of two differential equations, can
be used to show that if f and F' are analytic, locally univalent, and normalized functions on
D, with |[Sf(z)| < SF(|z]), then

14 F//
)| o P, 04
f'(z) |~ F'(lz])

Equality holds for any z # 0 if and only if f = F. This comes up in Section 5. The

standard distortion theorem for the full calss of univalent functions in the disk is based on
the inequality
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This is often reduced to

‘f” 44202 K(l2]) 2.6
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where k(z) = z/(1 — z)? is the Koebe function.
Finally, if f € Ny is not Mobius conjugate to L then it is bounded on D, [4]. This is very
helpful to know, and we use it on several occasions.

Three global geometric notions that are important in our work are that of a John domain,
a linearly connected domain, and a quasidisk. Many equivalent definitions for each of these
are now known. Briefly, a simply-connected domain 2 is a John domain if it is bounded and
if there is a constant a > 0 such that for every crosscut C' of {2 the inequality

diam H < adiam C' (2.7)

holds for one of the components H of Q\C'.
A simply- connected domain 2 is linearly connected if there is a constant b > 0 such that
any two points zp, 2o in ) can be joined by a curve v with

diamy < b|z; — 29]. (2.8)

A quasidisk is a linearly connected, John domain. This is not the standard definition, i.e., the
image of a disk under a quasiconformal mapping of C, since here we are requiring a priori that
the domain be bounded. However, the definition we adopt involves no real loss of generality
and is better suited to our needs. Intuitively, the John condition prohibits outward pointing
cusps and the linearly connected condition prohibits inward pointing cusps. We refer to [18]
for all of these definitions, and also to [6] for this definition of a John domain (which is also
not the original definition).

It is actually an equivalent, analytical characterization of John domains that will be the
basis of our work in Section 4.

We also need the idea of a well-accessible boundary point, see [18], Chapter 11. This is
a local condition. Let f be a conformal mapping of D onto a domain €2 and suppose that f
has an angular limit at a point ¢, [(| = 1. Then f(() is well-accessible if there is a Jordan
arc v in D ending at ¢ and a constant M > 0, such that

diam f(v(z)) < Md(f(z),0%), (2.9)

where v(z) denotes the part of v from z to ¢. If f is a conformal mapping onto a John domain
then all the bounary points f(() are well-accessible, with a constant M independent of (.
Conversely, if all boundary points are uniformly well-accessible, then €2 is a John domain

Recall that the Poincaré metric Ag|dw| of a simply connected domain € is defined by

o
IR

Aa(f(2)If'(2)] = Ap(2) (2.10)
where f:D — () is a conformal mapping of the unit disk onto 2. We let hp and h,, denote
the hyperbolic distance in D and in €2, respectively. Hyperbolic distance is invariant under

conformal mapping.



From Schwarz’s lemma and the Koebe 1/4—theorem one has the sharp inequalities

1 1 1
<)\ < 2.11
1d(z o) =2 = gy (2.11)
where d(z,0€2) denotes the Euclidean distance from z to the boundary. Equivalently
d(z,00) < (1 — |z (2)] < 4d(z,00). (2.12)

In Section 3 we will be concerned with critical points and minima for \q. If f € N is
bounded then A has a unique critical point, [3].

Also, quite generally, a real-valued function v on €2 is hyperbolically convexif (voy)”(t) > 0
for each hyperbolic geodesic v = () in §2. The hyperbolic convexity can also be defined in
terms of the positive definiteness, or semi-definiteness, of the Hessian of v, computed with
respect to the Poincaré metric. It is an invariant notion.

These definitions can be extended by use of the local coordinate 1/z to include the case
when oo is an interior point of {2, so when f is a meromorphic conformal mapping of the
disk onto Q. If co € Q then \q = O(]z|7?) as 2 — oco. For hyperbolic convexity we could
also simply declare v to be hyperbolically convex in € if it is so in Q\{co}.

Finally, recall that if f is analytic at zp € D with f’(2) # 0 then the Koebe transform
of f is defined by
zZ+z
F(5EY) - £(e0)

1"—2_02
(1 = |20]?) f"(20)

=2+ A2(20)22 + A3(20)23 +oee,

where
1

As(z0) = 2 (1~ |zo|2>f;,<20> Y (2.13)

3 CHARACTERIZATIONS, CONTINUITY, AND COMPACTNESS

For our work in this Section we opt for slightly greater generality and consider meromor-
phic functions satisfying the Nehari condition (1.1). There are several reasons for doing this.
The primary one is that we are able to find characterizations of such functions in terms of the
Poincaré metric of the image if we allow for shifting the image by Mobius transformations.
Since this could introduce a pole of the mapping it is more natural to consider meromorphic
functions at the outset, even though we can often reduce to the analytic case. The result is
as follows:

Theorem 1 Let f be meromorphic and univalent in D and let Q = f(D). The following
are equivalent.

ri-2). ri-2). ri-2).
(1) f satisfies (1.1).
(ii) If T is any Mobius transformation, then the function A2, is hyperbolically convex for
every a > 1/2.



(4i)" If T is any Mobius transformation, then the function A3, is hyperbolically convex for

some o > 1/2.

(i1i) For each zy € D there is a Mébius transformation T' such that oo & T(2) and Ay, has
a global minimum at T'(f(20)).

(i13)" For each zy € D there is a Mébius transformation T' such that oo & T(2) and Ay,
has a local minimum at T(f(zo))-

A paper of Yamashita [21] contains some statements of a related nature, in a different
context. The proof of (iii)" = (i) will require a result which we prefer to state as a general
Lemma on analytic functions rather than as a property of the metric. This was also observed
n [21]. We give a simple proof here for completeness.

Lemma 1 Let f(2) = ag + a1z + a22® + -+ be analytic in a neighborhood of z = 0, and
suppose that (1 — |z|?)|f'(2)| has a local mazimum at z = 0. Then ay = 0, |az] < (1/3)]a1],
and hence |Sf(0)] < 2.

It is not difficult to give examples to show that the converse is not true.

Proof. We may assume that a; = 1. Then (1 — |2]?)|f"(z)| < 1 near 0. Expanding into a
series gives

(L= ()] =
(1 —|2]*)(1 + 2Re{azz} + 3Re{as2’} + 2(Im{azz})? + O(2?)). (3.1)

Hence
1+ 2Re{azz} + O(2%) < 1,

as |z| — 0, which implies that as = 0. Using this in (3.1) gives that
1+ 3Re{azz} — |2 + O(2*) < 1,

as |z| — 0, and we conclude that |as| < 1/3.

Proof of Theoorem 1. (i) = (ii): Write g =T o f and

1 g//
A(2) = (1= 2P (2) = %, (3.2)
g
see (2.13).
The function A, will be hyperbolically convex in T'(€2)\{occ} if and only if [(1 —
12|?)|¢'(2)]] 7« is hyperbolically convex in D, away from a pole of g.
This translates to the inequality

Re{¢2(1 — [s259()} — (0= 5 ) Re{CAs(2)}? — 2m{C (o)} P <2 (39

for all || = 1. The points ¢ on the unit circle parametrize the directions of the hyperbolic
geodesics.



We will not give the details of the derivation of (3.3), but it amounts to this. To make
the calculation easier we can suppose that z = 0 is not a pole of g; once we have the general
condition then this is irrelevant. First, compute the second x-derivative of [(1—z|*)|¢(2)|] ™
at the origin. This produces, fairly easily, the inequality at z = 0 with ( = 1. ;From this,
the invariance of [(1 — |2]?)|¢'(2)]]™® under Md&bius transformations of D onto itself leads to
the general inequality.

From the fact that S(T o f) = Sf for any Mobius transformation 7', it is clear that
if f satisfies the Nehari condition (1.1) then (3.3) holds for all a > 1/2. Therefore A%,
is hyperbolically convex away from oo if oo € T'(€2), and hence it is hyperbolically convex
everywhere in T'(9).

The implication (i4) = (i4)" is trivial. Suppose now that (i)’ holds. In general the
quantity (1 —|z[*)|¢'(2)], g analytic in D, ¢’ # 0, will have a critical point at 2, if and only
if Ay(zp) = 0, referring to (3.2).

With g =T o f and
! B T// f//
= TS @) + ),

it is easy to see that there are enough parameters available to find a Mobius transformation
T such that co & T(Q) = g(D), i.e., g is analytic in D, and Ay(z5) = 0. The hyperbolic
convexity of A7 for any single o implies that zp must give a global maximum of (1 —
12119 (2)] = Aroy(9(2))7!, and so a global minimum of Ay .

(131) = (i19)" is again trivial. Suppose that (i7i)" holds. Let zo € D and let T" be a Mdbius
transformation such that g = T o f is analytic and (1 — |2]?)|¢(2)] has a local maximum at
2z = zp. Define

h(w) = g (

Then h is analytic at w = 0 and (1 — |w|?)|W/(w)| has a local maximum there. Lemma 1
implies that

w+z0>
1+,Z_0w '

(1= l20*)[Sf(20) = [Sh(0)] < 2.
This establishes the implication (i74)" = (i) and completes the proof of the Theorem.

The condition (3.3) resembles

f//
fl
which appears in a paper of Kim and Minda [10]. There it is shown that (3.4) holds if and
only if f is a convex conformal mapping, if and only if 1/\q is concave, if and only if log Aq
is convex. All the statements here on convexity are with respect to the Fuclidean metric.
Recall that the class of convex conformal mappings is contained in N.

We do not know what might happen with the hyperbolic convexity of A% when 0 < a <
1/2. Also, it is worth pointing out a special case of the Theorem for the class Ny of analytic,
normalized functions satisfying (1.1).

(1= 2218 7(2) 422 — 21— o)L

5 (2 ) <2, (3.4)



Corollary 1 If f € Ny, Q= f(D), then 1 = A\q(0) < Aq(w) for all w € Q. If equality holds
at any w # 0 then f is a rotation of L.

Proof. Taking the 0, = 0/0z derivative of the logarithm of (2.10) gives

OpAa (w) , z 1 f”
_ L = ) 3.5
Thus for f € Ny, Ao has a critical point at w = 0, and hence, by convexity, the global
minimum is Aq(0) = 1. By (2.3), if there is any other critical point then f must be a rotation
of L. If this is so then its image €2 is a parallel strip, and A\ takes its minimum value 1 all
along the center line.

Interestingly, Theorem 1 also leads to a characterization of functions in N* in terms of
the Ahlfors-Weill quasiconformal extension of functions which satisfy (1.2). Let

(1 —I¢P)f"(Q)

E(€Q) = f(O)+

B 1 f//
— (1=
¢ 51— B
1
& o ) (2) 30
If T is a Mobius transformation, then
Ero = T(Ey). (3.7)
If f satisfies (1.2) then
_J fm) <1
CRPHERS &
is a iz—quasiconformal mapping which extends f, and in [3] it was shown that if f € N*

then already F' defines a homeomorphic extension of f to C.

Corollary 2 Let f be univalent in D and let QQ = f(D). The following are equivalent.

(i) f € N*.

(i1) Ey is injective with values in C\ f(D).

(i7i) For each zy € D there is a Mébius transformation T such that co & T(Q) and Ar) has
a unique global minimum at T(f(z)).

Proof. The implication (i) = (éi) is clear by the remarks on homeomorphic extensions,
above. Suppose that (ii) holds. Fix zp € D and choose a Mo6bius transformation 7" such that
(T'oEf)(20) = oo. Using (3.7), we first have that Ep.f(29) = 00, and then because Er.s takes
values in C\T'(Q), that co & T(Q), i.e., that T(f2) is bounded. Therefore Ay (w) — oo as
w — 0T(§2), by (2.11), so there is at least one critical point of A, in 7(€2). One such point

is T'(f(20)), because Erof(29) = 0o, and by (3.6) this can only happen if A\, has a critical

8



point at T'(f(z0)). If T(f(21)) is another critical point then Er.f(21) = oo as well. But by
(3.7) again, Ep. is also injective, and hence z; = 2 from the univalence of T'o f. Therefore
Ar has a unique critical point, which must be a global minimum. This proves (i) = ().

Finally, if (¢i) holds then f € N by Theorem 1. f cannot be Mdbius conjugate to L for
then its image would be a Mobius transformation of a parallel strip and Aq would have an
entire line, or circle, of minima. Thus f € N*, and the Corollary is proved.

For Ny we have the basic distortion and growth results (2.3). There is a corresponding
Theorem for meromorphic functions, with 1/L as the extremal. See also two papers of
Steinmetz, [19], [20].

1
Theorem 2 Let f(z) = — 4+ a9+ a1z + - -+ satisfy (1.1) Then:
2

1
(i) |f(2)] < AL If equality holds at any z # 0, then f is a rotation of 1/L.

(@) 1106) = 01 < 705 = s

pair ry < 19, then f is a rotation of 1/L.

(i) |f(z) = flz)| < K

absolute constants.

0<r <ry<l,|C|=1. If equality holds for any

-1
4
108?] , 0 <19 < |z, |22| < 1. Here K and ro are
|21 — 22

The function 1/L shows that the order of magnitude in (7i7) is best possible.

Proof. Let |(| =1 and for 0 < r < 1 consider

n(r) = (1 =) (rOI ™ =r+00?). (3.9)
One finds that

{0 =)} =

ar
(1= () { - yrefesrr) + ¢ [m Lo } (30)

(1—7r2)? f

This is non-negative by virtue of (1.1). Hence (1 —r?)n.(r) > n.(0) = 1, and

1
1—1r2

L(r).

772(7") > = L'(r), (3.11)

ne(r)

v

Then

A= COl= o5 < Foye

which proves the first part of (7).



In order to have equality at a point z # 0, one would have to have equality in (3.11) for
all points on the segment [0, z]. This would mean that the derivative in (3.10) is zero there.
Hence the real part of the Schwarzian would have to equal to 2/(1 —r?)? while the imaginary
part would have to vanish. Therefore the full Schwarzian S f would be extremal along that
segment and we conclude that f is a rotation of 1/L

The inequality in (i7) follows from (7) and (3.11) by integration:

£s0) ~ FriOL < [ 10 dr < [ ED g L
? BA= = L(r)? L(r)  L(rs)"

The statement on the case of equality follows essentially as above.

For the proof of (iii), we first recall that the hyperbolic geodesic v between two points
21, 2o in the disk has the property that its Euclidean length [ is < (7w/2)|z1 — 22|, and that
min{s, [ — s} < (7/2)(1 — |z|) for each z € 7, where s is the Euclidean length of the part of
~ between z; and z.

Now let A be the annulus 1 — e < |z| < 1 and let A’ be the annulus 1 — (1/2)e™2 <
|z| < 1. Choose 0 < § < 1 such that the hyperbolic geodesic v between two points zq, zo € A’
is contained in A whenever |z; — 25| < 0.

In this situation, the geometric property of v mentioned above, together with (i), and the
fact that the function (1/z)(log(1/x))2 is decreasing for 0 < z < e™2, allow us to deduce
that

) - Sl < [ ufm[log”‘z’]_ 22

VA
o
S~
—_
-
——
O
o
—_
—_
.
L
=Y
2

1/2 -2
< 8/ - [log W} ds
0

9 -1

To complete the proof of (i7i) when z; and 2, are not close, and then to get a finite upper
bound if |z; — 25| is near 2, we first replace the final line above by the weaker estimate

-1 -1
2
e2) = 1) < i o <srlog L]
|21 — 2o |21 — 22
which holds as soon as |z; — 25| < 1.
Suppose now that z1, 2o € A" and |z; — 23| > . Then there are points wy, ..., w,_ in A’
such that |z; —wy|, [wy —wsl, ..., |wh—1 — 22| < 9§ < 1 with n < ng, ng an absolute constant.

By the triangle inequality,

|f<21) - f(22)|

N

T~

o
OS]

8 1 1 B + + 1 B
ﬂ' O e — P e —
g‘zl — wi | |wp—1 — 22|

-1 -1
4 4
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This proves (ii1) with rop = 1 — (1/2)e™? and K = 8ngm, and completes the proof of the
Theorem.

The hyperbolic convexity of Ai/” is at work here in the use of (3.9) and (3.10) to prove
the basic estimate in part (7), though we have not used it explicitly. One can conclude from

(3.3) that the expression in (3.10) is non-negative; it is precisely the convexity of A2 at the
point r¢, |¢] = 1, along the radial geodesic toward (.

There are two quick corollaries for the class IV, one on the modulus of continuity and one
on compactness.

Corollary 3 Let f € N and suppose that |f(2)] < M for z € D. Then

o) = 1l < K2 [l ]

for all z, zo € D, where K; is an absolute constant.

Proof. This is a direct consequence of part (iii) of Theorem 2 applied to 1/f; the cases |z|
or |z3| < rg are obvious.

Corollary 4 Let {f,} be a sequence in N and let M, = supg |fa|-

(i) If M,, < M < oo for all n then there is a subsequence {f, } which converges uniformly
on D to a bounded function in N.

(1) If fn € Ny for alln and if M,, — oo then there is a subsequence { f,, } which converges to a
rotation F of L, locally uniformly in D. The subsequence can be chosen so that 1/ f,, — 1/F
uniformly on e < |z| <1 for every e > 0.

Proof. Part (i) is a direct consequence of Corollary 3 and the Arzela-Ascoli Thoerem. For
part (ii), by virtue of the inequality | f(z)| < L(|z|), from (2.2), we can extract a subsequence
{fn.} converging locally uniformly in D to a map in Ny. Let F' be the limit. Since M,, — oo,
F' cannot be bounded, and hence must be a rotation of L. Finally, using Theorem 2, a further
subsequence, labelled the same way, will have 1/f,, — 1/F uniformly on ry < |z] < 1, and
the same subsequence will converge uniformly to 1/F on every e < |z| < 1.

4 JOHN DOMAINS AND (QUASIDISKS

We recall the definitions of John domains, linearly connected domains, quasidisks and
well-accessible boundary points from Section 2. The central result of this Section is the
phenomenon that, within N, if the image of the disk is a John domain then it is a quasidisk.
This is Theorem 4, below. It is therefore of additional interest to determine when the image
will be a John domain, and we address this question first.

11



We shall need some characterizations of John domains in terms of a general conformal
mapping before bringing in the class N. Theorem 5.2 in [18] furnishes several equivalent
statements. We state only part of that Theorem here, reformulated slightly from [18].

For 2 € D define the annular sector
B(z) ={£eD:|z| < [§| <1, |arg{ —arg 2| < m(1 — [2])}. (4.1)

Let f map D conformally onto a domain 2. Then €2 is a John domain if and only if there
are constants 0 < o« < 1 and 0 < M < oo such that

(1= wP)F @) _ (1wl
(1_|Z’2)|f,(z)| §M<1—|z’> ! forweB(Z), (4.2)

where the estimate holds uniformly in z and w.

We derive from this several other characterizations that are tailored more to our particular
applications, and which may be of independent interest. For the first of these see also [17].

Lemma 2 Let f be analytic and univalent in D. Then f(D) is a John domain if and only
if there exists x < 1 such that
(1= ) (p<)] Tt

<1 = . 4.3
T2k prupee (4.3)

sup sup

=1 r<1 (1 =72)|f'(r¢)]|

Proof. Suppose that f(D) is a John domain. Then according to (4.2) there exist constants
M >0 and 0 < a <1, independent of r, p, and (, such that

1— 2 / 1— « 1— «
( p)lf(pC)|§M< p) :M< x) < M(1—2).
(1 =72)|f"(rQ)| 1—r 1+rx
We can make the last term < 1 by taking x sufficiently close to 1.
Conversely, suppose that

(1= )1 (PO A

<p <1 for =—-7.|C| =1, 4.4
a=rreol =’ P -
uniformly in  and . We want to show that (4.2) holds.
Let zy, k = 1,2, ... be defined by
14 xy, <1+x)"f _ T+ xp
= i.e., Tpyp = .
1 — 1—z/) ' PR T

Then (4.4) implies that

(1 — 25 ) (]

(1 = 2P)1f" ()|

(i)

12

<pB <1

Now let 0 < o« < 1 be such that




Then for 7 < k

(1 — ) |f () k—j 1—a\* (1 —x;\ “
(L —=a)[f' ()| < < (1 —I—xk> <1+xj> (4.5)
< 2 (1 - xk>a
We claim that (4.5) implies that
(1 —s*)|f"(sQ)l 1—s\°
(L =72)[f'(r¢)] =M <1—7°> ’ (4.6)

for all 0 <r < s < 1. To see this, let

v(te') =log((1 —¢*)|f (te”)]).

Then 5 o
2t
t 10 R 207 t
gt = =2 re{ee Lo |
hence [0v/dt| < 8/(1—1t?) by the distortion theorem for univalent functions, (2.6). Integrat-
ing from r to s gives

(1 -5 )|f/(SC)| 8hp(r,s)
Ao = 0
Since hp (g, x41) = hp(0,2) for all k, we obtain (4.6) from (4.5) and (4.7) with a constant
M, which is independent of (.
The inequality (4.6) is condition (4.2) along a radius. To get

(- ) w)] (1 w]\®
<uwwwm§M<vm>’ (48)

uniformly in z and w, when w in the annular sector B(z) but not on the same radius as z,
we argue as follows. Let £ be on the same radius as w with |£| = |z|. Then

u—wmmwSMC—wY:MC—MY. (4.9)

(1= &P @) 1—¢] 11z

Now along the circular arc from z to &,

y(te®) = m&”%%} L

a0 Vi 1—1t2
where we have again used (2.6). Therefore
(1= 1EP1 @)
log < 6,
(1= |z)1f(2)]

by integration and by the definition of B(z) in (4.1). Then (4.8) follows from this and (4.9).
Hence 2 is a John domain, and the proof is complete.
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Observe that in the course of the proof we have established that (4.6) implies (4.2). The
latter is the characteristic property of a conformal mapping onto a John domain that we
stated at the beginning of this Section. The reverse implication is trivial, and we can state:

Corollary 5 Let f be analytic and univalent in D. Then f(D) is a John domain if and
only if there are constants M, 0 < o < 1, such that

0= ANPEOl (L
o < M (=

) , 0<r<s<l, (4.10)

This is related to the notion of a well-accessible boundary point, defined in Section 2,
(2.9), and leads to still another analytic characterization of John domains. We explain the
connection briefly for the purposes of our specific applications, and again we refer to [18] for
a more thorough discussion. According to Theorem 11.3 in [18], the condition

7601 < MPeol (1) (a.11)

for 0 < r < s < 1, is necessary and sufficient for the boundary point f({) to be well-
accessible. Here the constant M may depend on ¢, and a > 0. To be in accord with (4.10)
we rewrite this as

1—s
1—r

(1= s*)If"(s€)
(1 =r2)[f'(r¢)

We will return to this in Section 5.

:SM( ), 0<r<s<l. (4.12)

Corollary 6 Let f be analytic and univalent in D. Then f(D) is a John domain if and
only if

sup sup 7(s¢) = F(ro)l < 0. (4.13)

cl=10<r<s<1 (1 = 7r2)[f'(r()]

Proof. Suppose f(D) is a John domain. Then (4.10) holds by Corollary 5. Now, for a
John domain all boundary points are well-accessible, and hence we obtain (4.12). But (4.12)
clearly implies

150~ S0O _ o
(1 =r3)[f'(r)|
by integration, where K depends on M and «, and this proves (4.13).
Next suppose that (4.14) holds, uniformly in . Then

diam f([r¢, ]) < K(1—7*)[f'(r¢)| < AKd(f(r¢),0f(D)),

by (2.12). Hence f(¢) is well-accessible by definition, (2.9), and so (4.11), whence (4.12) is
verified, again by appeal to Theorem 11.3 in [18]. Thus f(D) is a John domain by Corollary
D.

(4.14)

14



We have a few more comments on these results. In principle, Lemma 2 has nothing to
do with bounds on the Schwarzian, but actually it fits in quite well with Nj.
Suppose f € Ny and Q = f(D). We turn again to the function

ne(r) = [(L =) Q)72 = M2(f(rQ) = 1+ 0(%), (4.15)
0 <r<1,|¢|=1. One checks that

My T
UC(T) 1—r?

1 fl/
The expression on the right of (4.16) is positive by (2.3), and strictly positive if f is not a
rotation of L. Hence 7, is an increasing function of r, and

(L= p)If"(p<)]
(1 =r2)[f(rO)|

The inequality is strict except when f is a rotation of L. Thus the stronger inequality

2 1
A=Wl
(L =r2)[f'(r¢)l
of Lemma 2 is a reasonable condition to impose on a function f € V.

Both (4.17) and Lemma 2 have a natural, and similar, formulation in terms of Ag. Each
hyperbolic geodesic starting at 0 = f(0) in € is the image of a radius f(r() for 0 < r < 1,
with the directions parametrized by ¢. Then (4.17) says that Ag(w;) < Ag(wq) if wy and
wy lie in that order on a hyperbolic geodesic starting at wy = 0. Lemma 2 says that
a necessary and sufficient condition for a bounded, simply connected domain 2 to be a
John doimain is that there exist constants, 6 > 0, k < 1, and a point wy € €2 such that
Aa(wy) < kdg(ws) if wy and wy lie in that order on a hyperbolic geodesic starting from wy,
and hq(wy,wy) = d (= hp(0,x)). The constant k is independent of the geodesic from wy.

Despite the similarity in the statements, one way of pointing out the difference is this.
In the first case, if f € Ny, then wy = 0 is a minimum point for Ag (and Aq(0) = 1). In the
case of Lemma 2, though one can normalize to get wg = 0 and \q(wg) = 1, it certainly need
not be the case that the point wy is even a local minimum for \. However, if we move with
steps of hyperbolic size § along any hyperbolic geodesic starting from wy, then Aq(wg) will
be the minimum among the values of A\ at these points. If f € Ny then A\ cannot oscillate
between steps of any size § because of the convexity of \q along each geodesic.

<1 for r<p. (4.17)

For functions in N, there are several characterizations of John domains in terms of the
operator f”/f’. This can be viewed as a strengthening of (2.3)

Theorem 3 Let f € Ny. The following are equivalent:
(i) f(D) is a John domain.

(43) limsup(1 — |z|*)Re {z]w(z)} < 2.

|z|—1 f/
(431) limsup(1 — |z|?) f—,(z) < 2.
|21 f

15



Proof. (i) = (ui): For convenience, let p(2) = f"(z)/f(2).
Then by (2.3)

and, with |z| =r,

PR = [SFe)+ e (118)
2 2rr d 2

< = — )
- (1—7’2)2+ (1—=r2)2 drl—r?

Suppose that (i) does not hold. Then there exists a sequence z, € D with |z,| — 1 and
(1 — |za/H)Re{zne(20)} — 2. (4.19)

Let = € (0, 1) be fixed, set 2z, = pn(n, |¢n] =1, and 7, = (p, — 2)/(1 — zp,,). From (4.18),

2pn, 2
RefGup(zn)} = RefGplréll < [ 1o/ G1de < 7% — =5

If r, <r <p, then

— 2 _ 2 2
1—7r Re{Cp(ré)} < i_ ;2 (2 _ 1 pgane{an(Zn)}) .

n n

2 —

and

2 _ _
1 T2§ 1 r§21 Tn:21+l‘.
1—p 1—pn 1—pn 1—x

Therefore by (4.19)

‘2 L Reltre)| <

if n > ng(e, x).
From these estimates we get

(1 12) /(1) 2
o8 el = (
< / "

(1 — p%z)‘f/(pncn)’ —ehp (0,x)
(= r2)[f(rac)] ~° |

But since p, = (1, + x)/(1 + xr,), this contradicts Lemma 2.

(1G.)} ) dr
= ehp(rnCny PrnCn) = €hp(0, ),

for n > ng. Thus

16



(13) = (idi): If |(] = 1 then, by (i),

o0l = totea (re{ I 1 retcotrt)

dr p(r¢)
< ISFQI+ 5le(rORe(C(r0))
1+e b
< + o (rQ)l,

2(1—r)2 " 2(1—71)
where b < 1, € > 0, and r(€) < r < 1. Integrating this linear differential inequality leads to

__1+e
(2-0)(1—r)

and, multiplying by 1 — r?, this implies (4i7) if € is sufficiently small.

o(rQ)| < +O((1—=r)"?),
(i1i) = (i): Forr < p <1 and |[(| =1,

(- FDFE _ o R
o8 (g~ ), Re{oet) - T2 )

By assumption there is an 0 < o < 2 such that the integral is at most

r—a
/T @dt = —ahD(r, p)

Then

(1= p)|f"(pQ)] L+p\ 1=\ /1= p\o/2
(1—7”2)\f’(7"0|SKl—p)(l—l—r)] =2 /(1_) :

which implies that f(D) is a John domain by Corollary 5. This completes the proof.

A related characterization of John domains within the class Ny is a property of the
Poincaré metric. For any simply connected domain €2 one always has the upper bound

|V log Al < 4Aq. (4.20)

This is equivalent to (2.5) and was poined out in [15]. On the other hand, in [3] it was shown
that if f € N§ and Q = f(D), then there exists a constant ¢ > 0 such that

|V log Ao (w)| > cw|Ag(w)*/?, (4.21)

The exponent 1/2 is best possible for the full class Ny. Here we can improve this in case
the image is a John domain.

Corollary 7 If f € Ny then f(D) = Q is a John domain if and only if there exists a
constant ¢ > 0 such that

|V log Aq(w)| > clw|Aq(w). (4.22)
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Proof. Suppose that 2 is a John domain. Then, in particular, €2 is bounded. Once again
we consider

n(r) = (1 =) QN2 = A2 (frQ), Kl =1, 0<r <1,

with / o
N . r 1
n—i(r) =13 Re {C 7 (rC)} (4.23)
see (4.16). We also have that
! 1d 1
()= 537 108 2alf0) < 51Vl ONS (O

By Theorem 3, the right hand side of (4.23) is > ¢; > 0 if ry < r < 1. This proves (4.22)
away from w = 0, and the estimate at w = 0 follows from the fact that, since €2 is bounded,
w = 0 is the unique critical point of log Ag, see Lemma 2 in [3].

Conversely, suppose that (4.22) holds. Then, with w = f(z), we obtain from (3.5)

1 0 z 1"
—|Vlog A ' = log A =|—— -z
VOISO = [Losa(w| == - 350
1
> Zelulda(u)|f(2)
Therefore f” 2l
1 clz||w
2" = 5 (1= 2Pz 2z T
which implies that
1 f//
h‘rr|11nf |2 — 5(1 ElRE f’( z)| > 0. (4.24)
But now from (2.3) we know that
1 f//
(= 121%) 2 2)| < Kl

which together with (4.24) yields

lir?lilllp;(l - |z|2)Re{z];:(z)} < 1L

This is characterization (i) of Theorem 3 for John domains.

Theorem 3 and (4.23) show that f(D) is a John domain if and only if there is a constant
¢ > 0 such that
(L =) (r) = ene(r), (4.25)
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for r > ry. The left hand side of (4.25) must be increasing because of convexity, once again.
However, it is possible to construct examples of functions in Ny for which (1 — r%)n/(r) is
bounded along some radius [0, 7¢). In such cases, f(D) cannot be a John domain.

Another interesting example is provided by the normalized extremal A;(z), (1.4), for
the Ahlfors-Weill condition (1.2). In that case A;(D) is a quasidisk, namely the interior of
the intersection of the circles through the points 1/a, —1/a and +i(1/a) tan(rwa/4), where
a =+/1 —t. Because |SA;(2)| < SA:(|z|) one can show that the right hand side of

N/ TR 1 2 /"
1=k = ja-rre{cool,

is smallest when ¢ = 1, i.e. along the interval [0, 1). There one finds that (1 — z2)n}/n.(z) is
increasing near 1 and that it tends to v/1 — ¢ as x — 1. So the constant ¢ in (4.25) must be
less that 4/1 —¢. We note that the constant must tend to zero as t — 1.

Next, Theorem 3 and its Corollaries gain in significance because of the interesting fact
that images of functions in N are quasidisks as soon as they are John domains.

Theorem 4 Let f € N. If f(D) is a John domain then it is a quasidisk.

Proof. We shall show that f(D) is linearly connected. Suppose that this is not the case.
Then there exist sequences (=, |¢(X| = 1 and z, on the hyperbolic geodesic between ¢ and

¢, such that
fG) = F(G)
f(zn) = 1(G)
Let 7,, be the M&bius transformation of the disk onto itself with 7,,(0) = z,, 7,(£1) = (T
and consider
f(1(2) = f(20)
S (zn)m(0)

— 0. (4.26)

gn<2): :Z—|—b27n22_|_..._

If

gn(2)
fin(2) = 1+ bgngn(2)

then h,, € Ny and

PG = £G) (1) = hu(=1)

f(zn) = 1(G) B (=1)(b2nhn(1) — 1)

Since the |by,| < 2 we may assume that by, — by € C, whence that h,, — h locally

uniformly in D. If the sequence {h,,} were bounded then the uniform convergence would be
on D, and would be to a bounded limit in Ny. Such a limit would be 1 : 1 on D, and, by
(4.26), this would stand in contradiction to the limit in (4.27). Therefore {h,} cannot be
bounded, and h must be a rotation of the logarithm L. By rotating f, if necessary, we may
assume that h = L. Then

(4.27)

L(z) p 1
gn(2) — T L) 9n(2) — (1— 22)(1 — bL(2))?’
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locally uniformly in D. Thus

(1= )g(x) b
9u@) —ga(1)  T=boL(2)

0<zx<l,

or, with &, = 7,(x),
(= &G bl
[F(&) = F(GI 1= bL(x)]
But the right hand side of (4.28) tends to 0 as x — 1, and this contradicts Corollary 6. The
theorem is proved.

(4.28)

Finally, as a counterpoint to the preceding results we are also interested in the question
of when a domain Q = f(D) fails to be a John domain. We find that for a function f € Ny
this will be the case exactly when a sequence of Koebe transforms of f converge to L, so that
the sequence of images converges to a parallel strip. Thus through this sequence of M6bius
conjugations, which consist of automorphisms of the disk, followed by f, followed by affine
transformations, one might say that 2 = f(D) will not be a John domain if it contains an
infinitesimal parallel strip.

The precise statement is as follows.

Theorem 5 Let f € Ny. Then f(D) = Q is not a John domain if and only if the following
two statements hold:

(1) There exist seqeunces {wy,} in Q and {6,} in R such that for any ¢ > 0,
{w, + e d(w,, 00)E: |Reé| < 1/e, [Imé| < (1/4) — €} C Q.,

if n > ng(e).
(i) For each t € R there exist points wE € O such that

wE = w, + e (t + (7/4)i)d(w,, 0Q) + o(d(w,, IN)),

n —

as n — Q.

Proof. Suppose first that €2 is not a John domain. From Lemma 2 and (4.17) we obtain a
sequence {r,}, 0 <r, <1 with r, — 1, and a sequence {(,}, |¢,| = 1, such that

(1= p2)|f (pnGn) o+
1. p, = , 42
A=)l 5 T T, (4.29)
where x € (0,1) is fixed. Let z, = r,(,, and let
zZ+ 1y,
gn(2) = n =z+ - (4.30)

(X =72)f"(20)
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be a sequence of Koebe transforms of f. Then

(1— 3%)|f/(5n<n)|

(1= y9)lgn(y)l = ek

(4.31)

for y € (0,1), where
_ ™ty

14y,

Sn
At y = x we have

(1 _ x2)|gg(x)| _ (1 — pgz)|f/(pn€n)| —1 (432>

(1 - T?L)|f/(7ﬂn€n)|

by (4.29) above.

It follows from (4.15) and (4.16) that (1—y?)|d,(y)| is a decreasing function for 0 < y < 1.
(Actually, (1 —y?)|d.(y)| is decreasing for y > —r,.)

We may assume that g, — ¢ locally uniformly on D. Then (1—3?)|¢'(y)| is non-increasing
for y > 0. But (4.32) implies that (1 — z?)|¢'(xz)| = 1 = ¢’(0). Hence (1 —y?)|J'(y)| = 1
for 0 < y < x, and then for all y € (—1,1) because the quantities are analytic. We must

therefore have
1 1+2

=1 .
9(2) = 5 8

Since g, — g, the Caratheodory Convergence Theorem then implies that
gn(D) — g(D) = {&: [Im &] < w/4}
in the sense of kernel convergence. Therefore, if € > 0 and n > ng(e), then
{w:|Reé| < 1/e, Imw| < (w/4) — €} C g,(D). (4.33)
Furthermore, if t € R then there are ¢ € 9g,(£2) such that
&t %z’, (4.34)

and -
d(0,00) — 1
Let w, = f(z,) and 6,, = arg{(,f'(z,)}. From (4.30) we can write
Q= f(D) = wy + e (1 = |2*)| f'(20) |90 (D) (4.35)

Then (i) in the statement of the Theorem follows from (4.33)—(4.35), and from (2.12). Next
let

WE = wo + €% (1= || (2n)|EE.

Then wt € 9Q, and (i4) follows from the above and (2.12), again, since d(w,,,9§2) — 0.
Conversely, suppose that (i) and (éi) hold. Let z, € D with f(z,) = w,, and define g,
as in (4.30). The statements (i) and (77) then imply that g,(D) — S, a parallel strip, in
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the sense of kernel convergence. Moreover, ¢'(0) = 1 forces S to be the strip [Im¢&| < 7/4.

Therefore
1+ 2

1—z’

1
gn(2) — §log
and
(1—2%)|g(x)] =1, for0<z<1.

But, working backwards from (4.32), this last statement means that (4.29) holds, and hence
that f(D) is not a John domain. This completes the proof.

5 A COMPARISON THEOREM AND WELL-ACCESSIBILITY

In the study of criteria for univalence and quasiconformal extension involving the Schwarzian
it is often the case that the extremal function satisfies

1Sf(2)| < Sf(I=]). (5.1)

The function L is one example of this, as is the extremal function A,(z), (1.4), for the Ahlfors-
Weill criterion, and there are many others. See [14], where a general univalence criterion
with this sort of extremal was introduced. Such an inequality leads easily to a comparison
theorem for the quotient

£ (s¢) = f(rd)]
(1 =r2)f' (Ol
which we have already encountered in Corollary 6 in connection with well-accessible bound-

ary points and John domains. We shall show for a normalized function that this quotient
depends on the size of Sf along a radius [0, (). We state the result in the following form

0<r<s<l1,|(|=1,

Lemma 3 Let f and F be analytic, locally univalent, and normalized functions on D. If
|Sf(2)| < SF(|z]) then for 0 <r <s <1, |¢| =1,

150 = Q)| _ F(9) = Fr)
=GOl = (=P ()

If equality holds for any pair r < s then f = F.

(5.2)

Proof. In Section 2, (2.4) we indicated that a straightforward adaptation of the proof of
Lemma 1 in [3] leads to
(2)| _ Pz

) F(lzD)
Furthermore, equality holds for any z # 0 if and only if f = F. Integrating along a radius
from r( to t( gives

|f(£))] F(t)

£ (r¢) F(r)’

(5.3)

< log
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Integrating again with respect to ¢t from t = r to ¢t = s, we obtain

(50 = 1(rQ)| _ Fls) = F(r)
FeOr ST PG

which is (5.2). The case of equality in (5.2) follows from that in (5.3).

Incidentally, it was only for the case of equality that we used analyticity of F'. We could
have stated the Lemma, minus that part, for a smooth, real-valued, normalized function F’
on [0,1).

From the Lemma we can now deduce a version of Theorem 4 that uses the local infor-
mation of well-accessibility.

Theorem 6 Let f € Ny and suppose that |Sf(z)| < Sf(|z]). The following are equivalent.

(7) f(D) is a John domain.
(17) f(D) is a quasidisk.

(13i) f(C) 1s well-accessible for all |(] = 1.
(

iv) f(1) is well-accessible.

Proof. Theorem 4 gives (i) = (i), and the implications (i4) = (iii) = (iv) are clear. It
is only (iv) = (7) that requires some proof. Suppose f(1) is well-accessible. According to

the proof of Corollary 6,
S (1) = f(r)]

Wy =M
Lemma 3 implies that for any |[(| =1
1£(56) — Ol _ () — )
A=) f(rO)] = (L =r2)f(r)’
for 0 <r <s < 1. Thus
|/ (s¢) = f(r¢)] fA) = f(r)

sup sup <M,

<sup —————+~
dmtosrzna (L= 2)[F Q)] = oat (L= F(r)
and by Corollary 6 again we conclude that f(D) is a John domain.

We can also obtain a negative statement on well-accessibility. Let f € Ny and let u be
the solution of

u” + ;(Sf)u =0, u(0)=1, 4/(0)=0, (5.4)

so that



The function |u] is never zero, and when restricted to a radius [0, (), |(| = 1 it satisfies

1
jal” + Soc(r)lul =0,

where ’ denotes differentiation with respect to r and

oc(r) = Re{e5 10} - [m {0} (55)

Theorem 7 If f € Ny and liminf,_;(1 — r?)%0¢(r) > 2, then f(C) is not well accessible.

The hypothesis that f € Ny is actually more than we need. All that is necessary is that the
solution u of (5.4) never vanish.

Proof. Suppose by way of contradiction that f(() is well-accessible. Then, referring back to
(4.11) and to the discussion following Corollary 5 in the previous Section, there is a constant
M > 0, depending on ¢ and a constant o > 0, such that

7601 < M7l (1) (5:6)

for 0 < r < s < 1. Define the positive function

ola) = ["17/(t0)] dt

on [0,1). Then ¢ is normalized and S¢(z) = 20¢(x). From (5.6) it follows that

o) - o) < ST [ -t = POl - o)
e o) - o) _ M
(1 — x2)¢/<x) = a = M. (5'7)

We claim that (5.7) implies the existence of an € > 0 such that the solution v of
v"—kl a(:p)—ki v=0, v0)=1,2'(0)=0 (5.8)
2 \7¢ 1—a22) 7 o - ’
is positive. This will result in a contradiction, because

2¢ 2+¢€

T T 2 G

if x > x(e), and therefore any solution of (5.8) must be oscillatory by [8], Chapter XI,
Theorem 7.1 (disguised).
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To show this, let a = ¢(1) and consider on [0, a) the ‘Poincaré metric’
1
A= D@

We claim that for € > 0 small enough the solution w of

My) = y = o(x).

an ;E)\2(y)w —0, w(0) =1, w(0) =0 (5.9)

is positive. For this, by (5.7)

€ M?32e 4a*M?e
Ay)? = < L < L 5.10
M= g ar = P = @ 10
and the solution of
4a2M?3e
W + mw =0, w(0)=0, «(0)=1

is positive as soon as 4a®?M7?e < 1; see [9], p. 492 for the explicit solution. Thus by (5.10)
and the standard Sturm comparison theorem, the solution w of (5.9) will be positive for
e < 1/2a*M?.

With such a solution w we define

v(a) = lu(zQ)lw(é(x)), w=(f)"2

A straightforward computation shows that v is the desired positive solution of (5.8). The
contradiction obtains, and the Theorem is proved.

The results in this Section are quite useful in analyzing examples.

6 Two EXAMPLES

Once again we recall that a quasidisk is a linearly connected John domain, and that,
within NV, if the image of the disk is a John domain then it is linearly connected and hence
a quasidisk. In this Section we present two examples. One to show that the image of a
function in N may be linearly connected without being a John domain, and one to show
that the image need not be linearly connected. Mobius conjugations of L can be used to
provide trivial examples, thus the burden is to give examples in Ny

Theorem 8 There exists a function f € Ny such that f(D) is linearly connected, but not a
John domain.

Proof. The example is the normalized solution f of

1+ 22

SIG) = =y (6.1)
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First, we see immediately that f € Ny, and since f is not a rotation of L it must be bounded.
Notice also that |Sf(2)| < Sf(|z|), the type of function we considered in the previous Section.
Thus, by Theorem 6, to see that f(D) = Q is not a John domain it suffices to check that
f(1) is not well-accessible. But from (5.5), o1(z) = Sf(x), and lim,_;(1 — 2?)%0y(z) = 2.
The desired conclusion now follows from Theorem 7.

Next, because Sf is even, f is odd, and because f is real on the real axis () is symmetric
with respect to both the real and imaginary axes. Finally, the Schwarzian is analyitic on
O\{1,1}, and it follows that 9 is an analytic curve away from +f(1). Hence to complete
the proof it suffices to show that (2 is linearly connected in a neighborhood of f(1).

We have the representation

where u is the solution of the initial value problem
1
u” + §(Sf)u =0, u(0)=1, 4/(0)=0. (6.2)

Since Sf(x) > 0 for 0 < x < 1, the function u is decreasing. We must have u(1) = 0, for if
not, then, as

F'()] < f(l2]) £u™(1) < o0,
we would conclude that f is Lipschitz. This is not the case, because the John condition is
violated near £f(1).
The possible orders of vanishing of u come from an analysis of the solutions of (6.2) at
1. Since lim, .;(1 — 2?)2S f(z) = 1, the indicial equation is (p — (1/2))? = 0. Therefore, as

r—1,
u(x) ~ (1 —z)"2.

u(x) ~ (1 —2)Y?(1 +alog(l — z)), a #0.

The first case would give f(1) = oo, and so the second must obtain. From this explicit
information, it is not difficult to see that a neighborhood of f(1) is the Lipschitz image of a
neighborhood of g(1), where

C2
at 14+ alog(l—z)’

Thus near f(1) the domain € is linearly connected.

9(z) =

The construction of our second example is much more involved.
Theorem 9 There ezists a function f € N§ such that f(D) is not linearly connected.
Proof. Let 0 < d,, < 1 be a sequence decreasing to zero with, at least,

1
5n+1 < Z(Sn’ n = 0, 1, . (63)
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Faster rates of decay will be required as the construction proceeds. Next let

Ty — 2
nzl_(sna n = i )
x Tn(2) 2.z

m'(z) 1— a2

T 1+ (2)2 (1 —2,2)2 + (3, — 2)2
Finally, put

and define .
¢(2) = Z an<pn(z)2.
n=1

The function 9 is analytic on the disk.
We let f be the normalized solution to

Sf =1,

(6.4)

(6.5)

(6.6)

(6.7)

The problem is to choose the sequence {d,} so that f € Ng and f(D) is not linearly

connected.
We show first that with appropriate choices of the 9,, we can obtain

(1= ()] < 2.
To begin with,

2 _1-m()P
(1= [z[9)len(2)] = Trn o ="

while (6.4) and (6.5) imply also that

(1=1])(1 —=3)
(1 = 2,2)? + (z, — 2)?|
40,|1 — 2|

T (1 +22)(1+ 22) — dx,z|

(1= [z)len(z)] <

Now let
Hy,={2€D : (6,0,41)"? < |2 —1] < (6,-16.)"%}, n=1,2,...
Hy={zeD : (6,0)*<|z—1]},
so that
D= U H, .
n=0
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To estimate (1 — |2]?)2[1)(2)| on D we estimate (1 — |2]?)|pn(2)| on H,,.
For the term in (6.7) with n = m we simply use (6.9). For the terms with n <m — 1 we
estimate the denominator in (6.10) by writing

(1 +22)(1 + 2%) —danz| = 202 —202(1 —2) + (1 + 22)(1 — 2)?|
> 2 b1 o — 1 4f?).

If z € H,,, m > 1, then using |z — 1| < (6,,_10,,)"/? gives

26 <6m 15 )1/2
1 —
( |Z| )en(2)] < 02 — 0 (Om—10m) Y2 — G161

Since 6,, < (1/4)0-1 < (1/4)8,, and 6,1 < 4"™%1§, we can then conclude that

9 - 1/2 1/2
(1= 1sPlon(e)] < 2ol g gromes (I ) (6,11
4%n

Next take n > m + 1. This time we write

(14 22)(1 4 22) —dwpz] = |21 — 2)* + 2822 — (20, — 62)(1 — 2)?|
> 2((1 —26,)|1 — 2|* = &2).

If 2 € H,,, m >0 then (6,,0,,41)"? < |1 — 2| and

20,|1 — 2| 20, (8 0my1) >

1 -z < <

=Rl < 35 5 = 2, = (1= 26,)0mmss — 2
25n(5m5m+1)1/2

<
o (% - i)(smém—s—l

_ g O (Sun 2
B 5m+1 5m ’

where in the penultimate line we used 62 < (1/4)8,,0,m41 and 6, < 1/4. With ¢, <
4-ntm=15 |, we have the estimate

s 1/2
L I e (6.12)

From the definition of ¢ in (6.7) together with the estimates (6.9), (6.11) and (6.12) we
have for z € H,,, m > 0, that

Om
(1 =1=2P)[e(2)] < 2—*+01242“ i -+ Cs Z 420G 1O

- n=m+1

1 Om O
< 2—2m—|—03max{5m_1, 5:}. (6.13)
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In this and subsequent estimates we let C7,Cj,... denote absolute constants. This last
expression will be < 2 if 4,,, — 0 sufficiently rapidly.

Let h,, be the normalization of f o 7, i.e., h,(0) = 0, h,,(0) = 1, A (0) = 0. For
y € (—1,1) it is easy to check that 7, (iy) € H,, for m > 1. We then have

(1= y*)*Shin(iy) = (1—y*)’r, ()" (7(iy))
= 25t X s i)

By virtue of the invariance of the hyperbolic metric, the sum is in absolute value less than

Z (1 - ’Z‘2>2’()0n(2>|27 = Tm(ly) € Hy,

n#m
As in the estimate (6.13) above, the sum will tend to 0 if we now require that 6,,41/0,, — 0.
Hence

(1= y*)*Shn(iy) — 2 (6.14)

as m — oo, uniformly for y in any compact subset of (—1,1).
We may assume that h,, — h locally uniformly in D. Then from (6.14)

(1—y?)?Sh(iy) =2, ye(-1,1),

and consequently
1 1 —1z
h(z)==1 .
() = 5log T~

This in turn implies that

) i 14y
h —1 1
m(2y>—>20g1_y, (6.15)
uniformly in y.
Let

o f(mm(2)) = f(Tm)

so that
__ 9m

" 1 + b2,mgm ’

where I
b2,m - 5(1 - x?n)?(xnﬁ — T,

see (2.13). Note that g,,(0) = 0 and g],(0) = 1. We may assume that by ,,, — b9, and so by

(6.15),
1 1+y
510g71—y
Gn(Y) = — =1 1 (6.17)
1— —log
2 1—y
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Our final choice of the {4, } will guarantee that by # 0. This is essential for the last step in
the proof, and we show now how to make the estimate needed to deduce it.
First note the general inequality

(1-2%)

f//

TN

x)

<

YW2SF(t) dt,

_ x2)1/2/0 (1— ¢

for 0 <z < 1, when f € Ny. This follows from

d f// T f// f// /
o= o)) < - o]+ a-2 (e
T f//
< NI 7(@ + (1 —2)' 2S5 f ()]
1 — z2)1/2 f// 2
L ( 5w
< (1=a?)25f(x)],
where we have used I )
z
f/( ) S 1 o :U2 )
from (2.3).
For our normalized function f with Sf = v, we obtain from this and from (6.3)—(6.7)
f// ) Tm 0 e (t)2
1—2,)% % (zm <45/2/ 1—t)/? —
( € ) f, (.2? ) = m ( ) Z (1+Tn(t))2
1/2(1 —r )2
< 1/2/ ) n
< 46 g L dt
o] 1 — 2
1/2 n
< 45m/ gl_mmdt
1 _ 1'2)2
< 2 1/2 ( n
= 7§ 6m nzl I’n(]. o xnxm)S/Q
8 1 m-l 1
< 2812 - -
= 5o {wm(l —a2)'/? G nZ::l (1 —zn)1/?
> (1 —mx,)?
+05 n:;—’_l 1 — xm)5/2
8 1 m—1 6 1/2 [e’s) 5 2
ELeeE () e 5 ()
) m n=1 6” ngn:—&-l 5m
8 1 G \ /2 =l
< m 2n—m+1
S\ &
+C7< m+1> Z 16m—n+1
5m n=m-+1



If §,, decreases to zero rapidly enough, then for large m we can make sure that

f//
(1—22) F(xm) <c<2.
Returning to the previous considerations, it then follows that
1 "
b = 5(1 = 22 o) = 2 = by £,

since x,, — 1.
Let f(D) = Q and g,,(D) = Q,,. According to Proposition 5.6 in [18], if € is linearly
connected then f extends continuously to D, and there is a constant A such that

diam f(y) < A|f(21) — f(22)|

for 21, z» € D, where v is the hyperbolic geodesic between z; and z,. Suppose that this
is so. Clearly the constant A is an affine invariant of the domain, and hence by (6.16) the
Q,, are also all linearly connected with the same constant A. Let 7 be the geodesic from
—iy to iy, with 0 < y < 1. On the one hand, 0 = ¢,,(0) € gn(7), and ¢/,(0) = 1, so by
the Koebe 1/4-Theorem the diameters of the g,,(7y) are uniformly bounded away from zero
if yo < y < 1. On the other hand, by (6.17) and the fact that by # 0, we conclude that
|gm (1Y) — gm(—1iy)| can be made arbitrarily small for m sufficiently large and y close to 1.
This contradiction shows that the Q = f(D) is not linearly connected.
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